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Figure 1: This is an extended version of Fig.6 in our subraisshowing more details for comparing Farbman's method to

ours. Our method manages at the same time to smooth out thieerheard pattern on the table and stripes on Barbara's
trousers and to keep subtle shading effects especiallyenltaracter's face. This is not the case of Farbman's method
which needs, in order ot smooth the checkerboard, to be pusteepoint where the shading is lost to a large extent.
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Figure 2: Comparison between our method and Farbman's methdhe snake image. For the 2 smoothed images, we
tried our best to nd the most suitable combination of partereso as to achieve a multi-scale smoothing. However, in
order to have Farbman's method smooth out all patterns oththenake's skin, we had to push the parameters to a point
where the coarse shading regions atten signi cantly. Owthod better captures the coarse scale shading on the snake.
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Figure 3: Comparison between our method and Farbman's methdhe corn image. For the 3 smoothed images, we
tried our best to nd the most suitable combination of partereso as to achieve a multi-scale smoothing. However, in
order to have Farbman's method smooth our the corn grainbadeo push the parameters to a point where the shading
starts to suffer signi cantly. Our method better captutes subtle shading on the cylindrical corn shapes.
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Figure 4: Applying our multi-scale decomposition to a brieéll naturally separate meaningful layers of details. Lraye
#1 is the nest stone grain, layer #2 contains larger brickériections, layer #3 mainly holds the inter-brick spages a
layer #4 is the coarse scale illumination. This is preciselyoved in the last image by recombining all layers except
the last one. This however preserves ne scale detail sudbxasre. This is possible because our algorithm smoothes
according to the scale of oscilations rather than their &ogs.
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Figure 5: Example of image decomposition. The rst level efall mostly contains all smallest features throughout the
image. Detail #2 shows interesting second order osciliation the coach. Details #3 and #4 respectively contain close
range illumination and distant illumination. Although auethod is not targetted to capture illumination, it perfertmis
nask naturally in many of our test cases.
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Figure 6: Example of modulating the different layers on a iymamic range image. As shown in Fig.5, detail lay&rs
and4 mostly contain illumination. Consequently boosti®ignd4 gives the image a more natural effecefite), while
adding more ne scale details gives a more dramatic appeartnthe imagehotton) by increasing re exions on the
table and on the artifacts in the cupboard. Note that no &ftex mapping was performed to get this effect. Once the

image is decomposed, modulation is performed real time.
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Figure 7: Application of our empirical mode decomposition&-texturing an image: From the inpab) we produced

a matted image by geometrically transforming a at texturedplace the oor patterns. Then, both the input and matted
images are converted into four layers of details with ourhodt The nest detail layer from the matted image is then
mixed with the three other layers of the input image to obth@result botton). This allows us to insert the new oor
detail in the image while keeping some larger (and meanlhd&tails such as the specular re exions and shadows of the
pillars on the oor.



